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Deep Neural Network Design and Training

ÁDesign in MATLAB

ÁManage large data sets

ÁAutomate data labeling

ÁEasy access to models

ÁTraining in MATLAB

ÁAccelerationwith GPUôs

ÁScale to clusters
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Algorithm Design to Embedded Deployment Workflow
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Embedded GPU

C++

Real-time test4

High-level language

Deep learning framework

Large, complex software stack

Challenges

Å Integrating multiple libraries and packages

Å Verifying and maintaining multiple 

implementations

Å Algorithm & vendor lock-in

C/C++

Low-level APIs

Application-specific libraries

C/C++

Target-optimized libraries

Optimize for memory & speed
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Solution: Use MATLAB Coder & GPU Coder for

Deep Learning Deployment
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Musashi Seimitsu Industry Co.,Ltd.
Detect Abnormalities in Automotive Parts

MATLAB use in project:

Á Preprocessing of captured images 

Á Image annotation for training

Á Deep learning based analysis

ï Various transfer learning methods 

(Combinations of CNN models, Classifiers) 

ï Estimation of defect area using Class Activation Map 

(CAM)

ï Abnormality/defect classification 

Á Deploymentto NVIDIA Jetson using GPU Coder
Automated visual inspection of 1.3 million 

bevel gear per month
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Deep Learning Deployment Workflows
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Workflow for Inference Engine Deployment

Steps for inference engine deployment

1. Generate the code for trained model
>> cnncodegen (net, ' targetlib ô, óarm-

computeô)

2. Copy the generated code onto target board

3. Build the code for the inference engine
>> make ïC ./ codegen ïf émk

4. Use hand written main function to call inference 

engine 

5. Generate the exe and test the executable
>> make ïC ./ éé 

cnncodegen

Portable target code

INFERENCE ENGINE DEPLOYMENT

Trained 

DNN



11

Deep Learning Inference Deployment
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Deep Learning Inference Deployment
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Performance of Generated Code

Á CNN inference (ResNet-50, VGG-16, Inception V3) on Titan V GPU

Á CNN inference (ResNet-50) on Jetson TX2

Á CNN inference (ResNet-50 , VGG-16, Inception V3) on Intel Xeon CPU
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Single Image Inference on Titan V using cuDNN

PyTorch (1.0.0)

MXNet (1.4.0)

GPU Coder (R2019a)

TensorFlow (1.13.0)

Intel® Xeon® CPU 3.6 GHz - NVIDIA libraries: CUDA10 - cuDNN 7 - Frameworks: TensorFlow 1.13.0, MXNet 1.4.0 PyTorch 1.0.0
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Single Image Inference on Jetson TX2

NVIDIA libraries: CUDA9 - cuDNN 7 ïTensorRT 3.0.4 - Frameworks: TensorFlow 1.12.0

GPU Coder

+

TensorRT

TensorFlow

+

TensorRT

ResNet-50



17

CPU Performance

MATLAB

TensorFlow

MXNet

MATLAB Coder

PyTorch

Intel® Xeon® CPU 3.6 GHz - Frameworks: TensorFlow 1.6.0, MXNet 1.2.1, PyTorch 0.3.1

CPU, Single Image Inference (Linux)
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Brief Summary

DNN libraries are great for inference,   é

MATLAB Coder and GPU Coder generates code that takes advantage of:

NVIDIA® CUDA libraries, including TensorRT & cuDNN

Intel® Math Kernel Library for Deep Neural Networks 

(MKL-DNN)

ARM® Compute libraries for mobile platforms
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Brief Summary

DNN libraries are great for inference,   é

MATLAB Coder and GPU Coder generates code that takes advantage of:

NVIDIA® CUDA libraries, including TensorRT & cuDNN

Intel® Math Kernel Library for Deep Neural Networks 

(MKL-DNN)

ARM® Compute libraries for mobile platforms

But, applications 

require more than just 

inference 
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Deep Learning Workflows: Integrated Application Deployment
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Accessing Hardware

Deploy Standalone 

Application

Access Peripheral 

from MATLAB

Processor-in-Loop 

Verification


